Improve Data Robustness With Multiple Data Processing
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Abstract

With the wide application of machine learning technology,
more and more application scenarios have higher require-
ments for the robustness of machine learning. Robust ma-
chine learning methods can deal with some unforeseen situa-
tions in the learning process, such as new application scenar-
ios or external malicious attacks. In terms of robust learning,
defense methods based on deep learning model have been
proposed to reduce the potential threat against samples, but
most methods pursue high-performance models under fixed
constraints and data sets. Therefore, how to construct a gen-
eral and effective data set to train robust models has not been
widely explored. In this paper, we proposed a method to im-
prove model robustness by processing training data. We have
verified our method through CIFAR10, and our method sig-
nificantly improves the robustness of the model.

Introduction

In the past decade, considerable progress has been made in
many tasks in the field of machine learning, such as im-
age classification, target detection, machine translation or
question answering. The deep neural network can easily be-
come the most advanced method (Canziani, Paszke, and Cu-
lurciello 2016; Liu et al. 2017). Verifying the effectiveness
of a deep learning method is usually carried out on some
well-known data sets such as MNIST, CIFAR and ImageNet
(Deng 2012; Ho-Phuoc 2018; Krizhevsky, Sutskever, and
Hinton 2012). In image classification, a large number of
deep learning methods have emerged in recent years, such
as Resnet, Densenet, Efficientnet and so on (He et al. 2016a;
Huang et al. 2017; Tan and Le 2019). In some tasks, the
classification accuracy of these networks even exceeds the
human level.

Usually, the training set and test set are generated by the
same underlying distribution, which makes the performance
of the model under the change of distribution unknown. In
view of the fact that machine learning technology is being
used for sensitive tasks, such as self-driving cars and medi-
cal care, robustness should be considered as a key indicator
when evaluating the performance of the model. Let’s take
the example of automatic driving. If the training data set
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only selects the street scenes of a certain city for a certain pe-
riod of time when training the model of automatic driving,
the trained model may only recognize these similar street
scenes. If there is some unusual weather in the city, such as
blizzard or fog, which does not appear in the scene of the
training data set, those cars based on automatic driving are
likely to have accidents when driving on the road, and the
consequences may be unimaginable.

To improve the performance of the model and adapt to
the robustness in different scenarios, many researchers have
done a lot of research. For example, using pre-training pa-
rameters or self-supervised learning can improve the ro-
bustness of the model (Hendrycks, Lee, and Mazeika 2019;
Hendrycks et al. 2019). In the process of network training,
using randomness or adjusting better training parameters can
also improve the performance of the network (Yang, Chen,
and Gangopadhyay 2020; Jia, Fang, and Zhang 2021). In ad-
dition, in order to evaluate the robustness of the model, some
researchers have proposed some feasible evaluation methods
(Ilie, Popescu, and Stefanescu 2020).

Nevertheless, most of the current methods for robustness
learning pursue high-performance models under fixed con-
straints and data sets. Therefore, the research on how to build
general and effective data sets to train robust models is very
limited. In the general training process, data augment is of-
ten an effective means to improve the generalization ability
of the model. Common data augment, such as random rota-
tion, random flip and random erase, have played a good role
in some tasks (Zhong et al. 2020; Yu et al. 2021; Dabouei
et al. 2021). However, in the presence of noise, the bene-
fits of data enhancement may be greatly reduced (Yin et al.
2019)[Yin D et al., 2019]. Therefore, in order to further im-
prove the robustness of the model, it is very important to
take data noise into account.

In this paper, we proposed a method to improve model
robustness by processing training data. In order to improve
the robustness of the model from the perspective of data,
we first carry out median filtering on the image to filter out
the details of the image. Then we add a variety of noise to
the image, and improve the anti-interference ability of the
model in this way. Necessary data augment and appropriate
training methods are also very important. We have obtained
appropriate parameters through experiments to achieve the
ideal effect.



The main contributions of this paper are as follows: 1. We
propose a method to improve model robustness by process-
ing training data 2. Our method not only improves the anti-
interference ability of the original scene, but also improves
the robustness to different scenes. 3. Our method provides a
solution for robust learning from the perspective of data.

Multiple Data Processing
Median Filter

For robustness learning, too many local details are often
easy to make the model fall into overfitting, so as to ignore
the robustness characteristics of the image. Median filtering
can make the image blurred, thus masking the details of the
image, making the processed image retain more robust fea-
tures.
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Figure 1: Examples of median filtering. We can see that the
details of the picture are blurred.

Based on the above reasons, we first use a median filter
to process the image. The processed image is shown in Fig-
ure 1. We can see that the objects in the image only retain
the approximate contours, which will provide robust feature
information for the model to be trained.
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Figure 2: Change of classification boundary

In the related research of data robustness, increasing noise
is often beneficial to improve robustness (Xie and Li 2019;
Chan, Ho, and Nikolova 2005). Using appropriate noise can
smooth the classification boundary, which will be beneficial
to improve the robustness of the classifier. Because different

noises will produce different effects, we use a variety of dif-
ferent noises such as gaussian noise, s&p noise and localvar
noise.

The effect of noise is shown in Figure 3. Noise will not
change the overall sense of the image but can change the
local texture of the image, which can also prevent the model
from falling into overfitting the local information.
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Gaussian Noise S&P Noise Localvar Noise

Figure 3: Some pictures with different noises

Data Augment

Data augment can improve the generalization ability of the
classifier. Adjusting the brightness, hue and contrast of the
image can change the style of the image. When the classi-
fier learns more images of different styles, the classification
accuracy of new images will also increase.

Figure 4: The image produced by adjusting brightness, hue
and contrast

As shown in Figure 4, the images with data augment have
different effects. They have different styles, but they won’t
let people misjudge them as other kinds of images. This ef-
fect will be beneficial to improve the generalization of the
model.



We also use random cropping and random flipping in the
process of training. Through data augment, the number of
training samples will be greatly expanded, so as to improve
the performance of the classifier.

Combination

In order to integrate the advantages of various data pro-
cessing, we will process the training samples in combina-
tion with various parameters and random probability when
preparing the data set. We use the median filter with a blur
radius of 3 and 5, and add different noise to the image with
different probabilities. For data augment, we select a part
to process during training, which can reduce the number of
samples in the training set. Some examples are shown in Fig-
ure 5.

Figure 5: Some sample pictures combining multiple data
processing methods

Training Method And Experiment
Training Method

Appropriate training methods can make the network play a
better performance. We use an SGD optimizer to optimize
the network, compared with AdamW, SGD can better pre-
vent overfitting. CosineAnnealingl.R can make the learning
rate decline more smoothly. At the same time, selecting a
smaller batch size can make the network update more widely
at each step, so that the network can converge to a relatively
flat area more easily.

We trained 200 epochs for each model on a NVIDIA Ti-
tan V, and we took the weight saved in the last round of
the model as the test weight. To verify the robustness of the
data, we selected different network structures for testing in
different stages of the experiment.

Experiment

Our experiment is based on CIFARI10 and is divided into
two parts. Both parts are tested by an independent test set
based on CIFARI10. In order to evaluate the quality of the
data set, we use the average result of different networks as
the evaluation of the corresponding data set in each part of
the experiment.

In the first part of the experiment, we will test the anti-
interference ability of the data. The training set and test set
we selected are generated from the same data set. We added
a variety of different noise and data processing methods to

the test set and generated more than ten times the original
data. In order to ensure the quality of the training set, we
limit the number of samples in the training set to less than 5
times the number of original samples.

Metheds Score
Baseline 72.34
Ordinary Augment 87.54
Gaussian Noise 96.77
Multiple Noise 97.75
Our Method 98.46

Table 1: Performance of anti-interference ability

We use Resnet50 and Densenet121 as the test models
in the first stage (He et al. 2016a; Huang et al. 2017). We
compare the effects of other conventional data augment or
adding noise alone. The results are shown in Table 1, our
method has achieved the best results. We find that compared
with ordinary data augment, noise is more effective in in-
creasing anti-interference ability. Based on combining dif-
ferent noises, our method further improves the performance
of the classifier.

In the second stage of experiments, we verify the robust-
ness of the model trained based on the data set in the face of
new scenes. We used a public data set as the test set. These
data have the same category as CIFAR10, but have not ap-
peared in CIFAR10 data set. Similarly, these data have been
added noise and processed.

Metheds Score

One batch only 69.89

All train set 81.11
Gaussian Noise 81.99
Multiple Noise 81.99
Noise Plus Median Filter 82.64
Our Method 84.04

Table 2: Robustness in new scenarios

The training data for our second stage is the training set of
cifar10. We also apply a variety of data processing methods
to generate training sets and limit the number of training sets
to 50000 images. At this stage, we use wideresnet and preac-
tresnet18 as test models (Zagoruyko and Komodakis 2016;
He et al. 2016b). The test results are shown in Table 2, our
method shows the best robustness.

Compared with the experimental results of the first stage,
we find that more data is more meaningful to improve the
robustness of the model. Noise and median filtering can still
increase the performance of the classifier, but to further im-
prove the performance, the combination of multiple data
processing methods will be more effective.



Conclusion

Constructing a general and effective data set to train robust
models is of great significance to robust learning. In this pa-
per, we proposed a method to make the data set more ef-
fective by processing data. We validate our method based
on CIFARI10. As the experimental results show, median fil-
ter, adding noise and some data augment are all useful for
improving data robustness. Our method improves the anti-
interference ability and robustness of the classifier. For fu-
ture work, our method can also be combined with better
models to achieve better performance.
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